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In today’s digital landscape of privacy breaches, misinformation, and algorithmic bias, this
workshop fosters cross-domain collaboration, applying successful techniques across fields.
By bridging academia and industry, it aims to translate research into actionable solutions for
modern web challenges.

The relevance of this workshop has never been greater, as web technologies increas-
ingly influence sectors as varied as social media, healthcare, and e-commerce, each of
which faces unique yet overlapping challenges. For example, privacy practices devel-
oped in healthcare can inform data security methods in social networks [Gu et al.(2024),
Zhang et al.(2024a), Zhang et al.(2024b)], while fairness in content moderation for social
media can inspire transparency standards for e-commerce algorithms [Smith et al.(2024)].
The workshop’s collaborative structure provides a timely response to these challenges, en-
abling researchers, practitioners, and domain experts to work together on practical guid-
ance [Duan et al.(2024), Jiang et al.(2024)], comprehensive evaluations [Kiyohara et al.(2024),
Saito et al.(2024), Shcherbakov et al.(2024), Jin et al.(2024), Bae et al.(2024)], and cutting-
edge methodologies. This approach not only fosters the development of robust, responsible
web technologies but also builds an accessible knowledge base that aligns with The Web Con-
ference’s mission of promoting ethical, transparent, and secure principles in the web’s ongoing
evolution.

We invite submissions on a wide range of topics (5 themes), including but not limited to the
following areas:

i. Survey nature. Authors are encouraged to provide comprehensive overviews of specific
fields, summarizing state-of-the-art approaches, frameworks, and findings. These surveys
are crucial for identifying trends and knowledge gaps that can inform future research direc-
tions. For example:

• Video processing techniques: A review of current methodologies, highlighting advance-
ments in compression, enhancement, and analysis across various applications.

• Data-centric video analytics: An exploration of data-driven approaches in video content
analysis, with an emphasis on machine learning applications.

ii. Evaluation focus. We invite critical evaluations of existing solutions and their implications,
fostering nuanced analyses of strengths and weaknesses. Relevant topics include:
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• Ethical and trustworthy AI for healthcare: An examination of frameworks ensuring trans-
parency and accountability in healthcare AI systems.

• Security and privacy in clinical AI: A review of security measures and privacy protections
in clinical AI applications.

• Video content moderation: An evaluation of the effectiveness of current methods for mod-
erating video content on social media, focusing on accuracy and ethical implications.

iii. Review of methodologies. We welcome critiques of various methodologies, exploring op-
portunities for improvement or adaptation. Suggested topics include:

• Data standards and annotation for AI/ML: A review of best practices and standards for
data annotation and their implications for model performance.

• Robust and interpretable Large Language Models (LLMs) for healthcare: An analysis of
advancements in LLMs, focusing on interpretability and reliability.

• Video analysis for social media content: An exploration of algorithms for detecting and
analyzing motion in videos shared on social media, examining implications for content
moderation and audience engagement.

iv. Cross-disciplinary insights. We encourage interdisciplinary discussions that broaden eval-
uation scope and promote diverse perspectives. Potential topics include:

• Smart city applications: How web technologies enhance urban living and governance
through AI-driven solutions.

• Combatting online extremism: Strategies for detecting and reducing harassment and hate
speech.

• Human-centric video analytics: Implications of analyzing human motion in videos, with
applications in health, security, and social behavior.

v. Addressing emerging challenges. We aim to tackle current issues, prompting evaluations
of existing strategies and proposing recommendations for future research. Areas of interest
include:

• Misinformation and disinformation in crisis situations: Evaluating the impact of misinfor-
mation during crises and current strategies to combat it.

• Quality, uncertainty, and trust in discourse data: A critical examination of reliability and
provenance in discourse data, addressing quality and trust implications.

• Challenges in video quality assessment: A review of methodologies for assessing video
quality and their implications for user trust and content engagement.
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